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Abstract

The evolving nature of software development poses a
continuing series of challenges for V&V. In response, the
V&V community selectively adapts the use of existing
V&V activities, and introduces new and improved ones.

These responses are instances of the more general
issues of technology selection and technology infusion.
These are recurring challenges at JPL, where novel
spacecraft applications demand novel adaptations of
existing technologies, and infusion of new ones. JPL has
been developing and applying a process specifically to
assist in the planning for these. This paper shows how this
same process has the capacity to aid in planning the
selection and infusion of V&V activities.

1. Introduction

Planning the quality assurance activities for spacecraft
systems is very challenging. There are typically far more
assurance activities (e.g., analyses, tests, inspections,
reviews, standards, policies, certifications, defensive
measures) from which to choose than there are resources
(e.g., time, budget, testbeds, personnel) available to
perform those assurance activities. Best practices call for
the judicious selection of assurance activities, to make
optimal use of the limited resources, is essential.

JPL deploys spacecraft in new and challenging
situations, employing new technologies and designs to
better attain mission objectives. This means that
innovation is a recurring phenomenon – each spacecraft
exhibits some new design aspects. As a result, the
challenge for quality assurance planning is to adapt and
extend best practices and lessons learned from past
missions to each new spacecraft.

In response to this challenge, Dr. Steve Cornford at
JPL conceived of a quantitative model specifically to
facilitate assurance planning [Cornford 1998]. His model,
called “Defect Detection and Prevention” (DDP), is
designed for application early in the lifecycle, when
information is sparse, yet the capability to influence the
course of the development to follow is large. His initial
experiments used Microsoft Excel® spreadsheets to
manually explore the utility of the process. Positive results
from these led to an effort to develop custom software for
the DDP process [Feather et al, 2000a]. Supported by this
software, DDP has been applied to assess the viability of,

and planning for, the development of novel technologies
and systems [Cornford et al, 2001], [Cornford et al, 2002].

The core idea of DDP is to relate three sets of
information: the objectives you want to achieve, the
problems that can get in the way of attaining those
objectives, and the options you have to overcome those
problems. In application to design and development
planning for spacecraft, DDP has evolved to calling these
three sets of information “Objectives” (alternately
“Requirements”), “Risks” (for studies of hardware, these
have also been referred to “Failure Modes”) and
“Mitigations” (to emphasize their effect of preventing,
reducing and/or alleviating risks; in previous DDP papers
referred to via the acronym PACTs - an acronym of
Preventions, Analyses, process Controls and Tests). A
further important characteristic of DDP is its quantitative
treatment of the relationships between information (e.g.,
how much a Risk, should it occur, detracts from an
Objective’s attainment). This quantitative treatment is key
to DDP’s realization of the vision of “risk as a resource”,
as espoused in [Greenfield, 1998].

The focus of this paper is to show the potential
applicability of DDP to two important aspects of V&V:

1. Furthering the infusion of promising new V&V
techniques.

2. Planning the judicious selection of V&V
techniques for novel and challenging applications.

Note that both these areas involve a novel element. In
contrast, when well-understood V&V techniques are to be
applied to a well-understood problem area, it is likely that
best practices will already have been established. In such
circumstances (e.g., “product line” developments) the key
challenge is one of ensuring the systematic and disciplined
application of V&V, for which process-centric approaches
such as ISO and CMM are eminently well suited.

The remainder of this paper is organized as follows:
Section 2 presents details of DDP’s quantitative model.
Section 3 illustrates the use of this model to study the

technology infusion of an advanced V&V technique.
Section 4 describes our approach to using DDP for

V&V planning.

2. DDP’s Quantitative Risk-based Model

As introduced in the previous section, the core idea of
DDP is to relate “Objectives” (what you want to achieve),
“Risks” (what problems can get in the way of attaining
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those Objectives), and “Mitigations” (what you can
choose to do to overcome the problems). The subsections
that follow present this model in more detail.

2.1. DDP Motivation

Motivation for the DDP model stems from Cornford’s
original vision of development activities filtering out risk
during spacecraft development (Fig 1). Risks are items

whose presence threatens mission success. They are
filtered out by the various development activities, shown
as the intermediate rectangular boxes in the figure (note:
these are not drawn to scale!). Risks that escape such
filtering threaten mission success. For illustrative
purposes, three Risks have been highlighted.
• The green-colored Risk passes through several boxes,

indicating multiple opportunities to quell that
particular Risk. However, these filtering activities
consume scarce resources. Hence, it might be the case
that this particular Risk is over-filtered, and the
resources expended on its
filtering might be better used for
other purposes.

• The blue-colored Risk is filtered
by one and only one activity.
Depending upon the
circumstances, this might or
might not be sufficient. For
example, if this is a particularly
severe risk (with potential to
cause loss of the entire mission,
say), then it might be prudent to
employ more than just one
activity to filter it out.

• Lastly, the red-colored Risk is
completely unfiltered. Chance
alone will determine whether it
impacts mission success.

DDP is designed to represent in a
detailed fashion the information

represented in this figure. Risks are the entities whose
presence threatens mission success. Mitigations are the
activities that filter out Risks to varying degrees. Risks are
not all equal – those that threaten more important mission
objectives to greater extents and with greater likelihood
are the more severe ones. Likewise, Mitigations are not all
equal – a given Mitigation may filter out one Risk more
effectively than another.

The overall topology of a DDP model is sketched in
Figure 2. This conveys the possibilities that multiple Risks
can impact an Objective, a Risk can impact multiple
Goals, a Mitigation can effect multiple Risks, and multiple
Mitigations can effect a Risk. Bear in mind that in DDP
these are not simply boolean relationships: the links
indicating these impacts and effects have associated
numerical values, indicating the strength of the
relationship.

Overall, this is a relatively straightforward model,
involving only three types of concepts, and two types of
links. Some additional refinements of the model to capture
further nuances will be described in section 4. In DDP
applications to date most of the information that has been
captured has fit into the simple model sketched above.
However, the information is typically quite voluminous, as
seen in Figure 3, showing a real DDP application’s
information drawn in this same style.

In practice the DDP software uses alternate views of
this information more palatable to the human viewers. For
example, DDP makes use of hierarchy to organize
information into meaningful taxonomies, which are much
more amenable to scrutiny, search and comprehension.
Some illustrations will appear in the sections that follow;
for additional information, the reader is referred to
[Feather et al, 2000a].
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2.2. DDP core concepts

• “Objectives” – the things that the system is to
achieve, and the limitations within which it must
operate. Objectives can be assigned different
“weights” to reflect their relative importance.

• “Risks” – all the kinds of things that, should they
occur, would lead to failure to attain Objectives.

• “Mitigations” – all the things that could be applied to
reduce Risks. These could be preventative measures,
tests, analyses, inspections, reviews, redundant design
elements, etc. They achieve their beneficial effect by:
o preventing Risks from occurring in the first place

(decreasing their likelihood),
o detecting the presence of Risks prior to use, thus

allowing for the opportunity to repair/correct
such problems (for spacecraft, hardware repair
must usually be done prior to launch, while
repairs to software and changes to operating
procedures can be done after launch), or

o alleviating the severity of Risks should they
occur.

Mitigations have associated costs, which may be in
multiple dimensions (e.g., schedule, budget, personnel
time, testbed resources, mass, power)

2.3. DDP relationships

Objectives, Risks and Mitigations are quantitatively
related to one another in the following manner:
• Objectives are quantitatively related to Risks, to

indicate the proportion of the Objective attainment
that would be lost should the Risk occur. In DDP
terminology, we say that a Risk has an “impact” on an
Objective.

• Risks are quantitatively related to Mitigations, to
indicate the proportion by which each Mitigation
reduces each Risk should that Mitigation be applied.
In DDP terminology, we say that a Mitigation has an

“effect” on a Risk.
The model further assumes

that:
• Risks’ impacts on an

Objective combine by
addition. For example, if two
Risk have impacts on the
same Objective of 0.1 and
0.2, then their combined
impact is 0.1 + 0.2 = 0.3.

• Mitigations’ effects on Risks
combine by, essentially,
multiplication of their
complements. For example, if
two Mitigations have effects
on the same Risk of 0.1 and
0.2, then their combined

effect is (1 – (1 – 0.1)*(1 – 0.2)) = 0.28. The intuition
behind this is that Mitigations filter Risks, and that
multiple Mitigations act like filters in series.

On occasion, there is a mismatch between the case at hand
and the combination rules assumed by the model. Often,
such mismatches can be handled by manual workarounds.
For example, if the combination of two Mitigations is not
as effective as the model’s combination rule would
calculate, enter a third Mitigation to represent that
combination, manually score its effects accordingly, and
thereafter be careful to select at most one of those three
Mitigations (either of the individual ones, or this manually
scored combination one).

2.4. Quantitative Reasoning in DDP

One of the hallmarks of DDP is its focus on early-
lifecycle application using a quantitative basis. Other
approaches to reasoning at such early stages generally
resort to qualitative treatments. Those techniques that do
adopt a qualitative basis often require a detailed design on
which to base their reasoning (e.g., fault tree analysis).

DDP aims to fill the niche between qualitative
approaches and detailed design-centric analysis
approaches. It relies heavily on expert estimates of
qualitative effects (e.g., experts are asked to estimate the
proportion of an Objective’s attainment that will be lost if
a Risk occurs). These figures need not be given to multiple
digits of precision, but do need to go beyond merely
ordered but non-quantitative rankings such as “high”
“medium” and “low”.

We have also investigated a more purely qualitative
approach, which we embodied in our “Risk Balancing
Profiles” (RBP) tool. This too involved the key idea of
explicitly relating Risks to Mitigations, but did not
distinguish between different strengths of such
relationships. Instead, the tool simply indicated to users
the Mitigations applicable to each Risk, and kept track of
their choices. Populating this simple tool with pre-
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formulated taxonomies of Risks and Mitigations proved
useful to remind people of this information. This was seen
as a natural precursor to DDP, and we arranged to permit
RBP’s information to be transferable into DDP [Feather et
al, 2000b]. In practice, users in situations of relative
familiarity seem to prefer to make use of the standard
checklist like features of RBP, while when faced with
more novel challenges, turn to DDP to help them.

2.5. Quantitative calculations in DDP

DDP’s quantitative nature makes possible automatic
computation of several risk-related measures:
• The proportion to which an Objective is “at risk”:

computed by summing the impacts of Risks on that
Objective. Note that this sum could exceed 1, which
at first sight appears ridiculous – how can an
Objective be more than totally at risk? A simple
example would be a situation in which multiple fatal
flaws exist, any one of which would alone lead to
complete loss of an Objective. The “at risk” measure
gives an indication of the amount of corrections that
need to be done to attain that Objective. Compare that
situation with one in which only one fatal flaw exists.
In either situation, the Objective is not attained.
However, in the latter case, there is but one flaw to
correct, which would seem to be a much better
situation to be in.

• An Objective’s “attainment” proportion: computed as
(1 – minimum(1, its “at-risk” measure))
The minimum calculation is there because, as
discussed above, an Objective’s “at risk” measure
may exceed 1. Multiplying an Objective’s attainment
proportion by its weight (the user-assigned value
denoting its relative importance) gives a measure of
the benefit attained of that Objective.

• Overall Objectives attainment: computed by the
summing the benefit attainment of all the Objectives.
This is a single measure of the total “benefit” of a
DDP model, and so is useful for comparing
alternative selections of Mitigations.

• The extent to which a Risk is contributing to total
risk: computed by summing over all the Objectives
the Risk’s impact on the Objective multiplied by the
Objective’s weight. This can be calculated either with
or without taking into account the beneficial effects of
chosen Mitigations. One of the tenets of DDP is to
strive towards a somewhat balanced treatment of risk
mitigation. There is little point seeking to further
reduce an already miniscule risk when there remain
other risks with comparatively greater magnitude.

• Overall cost of selected Mitigations: in the simple
DDP model, computed by simply summing the
resource costs of the selected Mitigations. More
elaborate aspects of cost calculation come into play
when taking into account the cost of repair of detected

flaws (e.g., the cost of fixing a bug detected during
testing). However, the overall cost for a DDP model
is still a function of the selected Mitigations, and is
used along with the calculation of Objectives’
attainment to choose from among alternative
Mitigation selections.

2.6. DDP user interfaces

DDP is used to assist, not replace, users in their
decision-making. Thus the DDP user interface is crucial.
Users must be able to enter information into DDP, survey
the information they have provided, and scrutinize the
ramifications of that accumulated information.

The sections that follow will illustrate some of the
DDP user interface features. Briefly, the key visualizations
are of:

• Trees to present the taxonomies of the core
concepts (Objectives, Risks and Mitigations),

• Matrices to present the quantitative relationships
between the core concepts (how much each Risk
impacts each Objective; how much each
Mitigation reduces each Risk).

• More compact forms of the (generally rather
sparse) matrices.

• Bar charts to present an entire set of core concepts
(e.g., a bar chart showing one bar for each
Objective).

• A 2-d plot of all the Risks, where the dimensions
indicate likelihood and impact (a.k.a. severity).

The fragment of a DDP screen shown in Fig. 4 conveys
some of the richness of its interface.

Figure 4. Fragment of a DDP screenFigure 4. Fragment of a DDP screen
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3. Application of DDP to study technology
infusion of an advanced V&V technique

This section considers the problem of infusing an
advanced V&V technique into mainstream use.

There is a continuing need to advance the state of the
practice of V&V by making use of new and emerging
V&V techniques. One source of promising such
techniques is the computer science research community.
However, technology infusion – turning emerging
techniques into mainstream practices – is in general a
challenging problem for many disciplines.

The DDP process described in the previous section has
been used to good effect to plan for the infusion of novel
technologies into use on spacecraft. The purpose of this
section is to show how this same process can be used to
explore the infusion of a V&V technique into use during
software development.

This section uses the V&V technique of model
checking as an illustration of this point.

3.1. Model checking for V&V

Model checking takes as input a system description
(usually in the form of a finite state machine or machines)
and a logical property about behaviors of that system
(usually in the form of a temporal logic formula expressed
over sequences of states in the system’s behavior). Model
checking does the equivalent of an exhaustive search of
the state space of the system to ascertain whether or not
the logical property is true of the system. For certain kinds
of properties, when they are found to not hold, model
checking can also return a counter-example illustrating
property violation, in the form of a sequence of steps from
initial state of the system to the point where the violation
is reached. Model checking can be used to check both
“safety” and “liveness” properties. The key to model
checking is its use of computer science techniques,
enabling it to scale to analysis of much larger systems than
would be feasible with naïve exhaustive search of a large
state space.

Several groups within NASA have conducted pilot
studies of model checking, generally with very positive
results. For example: Schneider used model checking to
analyze the “Dual Redundant System” (part of the Cassini
spacecraft’s fault protection system), [Schneider at al,
1998]. He states, “Six separate requirements … were
validated. Each of the six … involved exhaustive
examination of approximately 100,000 states…”. The
NASA Ames Research Center’s Automated Software
Engineering Group http://ase.arc.nasa.gov/ used the SPIN
model checker [Holzmann 1997] to find bugs in the
intelligent plan execution software prior to its deployment
in the Deep Space 1 spacecraft [Havelund et al, 2001].

Generally, the results of these and similar pilot studies
have been promising, and research into this approach is

expected to continue, both within NASA and in the
broader software engineering community. However, there
has been little transfer of this approach into standard
practice for spacecraft flight code development and
assurance. Why is this? The subsections that follow show
the application of DDP to study this question.

3.2. DDP applied to the challenge of model
checking infusion

The question of infusion of model checking technology
is addressed in DDP by using its core concepts as follows:

• Objectives are used to represent the intended use
of the model checking, including both purpose
(what it is applied to, what aspects of V&V it is
being used for) and performance (who will do it).
For example, the Objective might be to have test
engineers apply model-checking technology to
during integration testing.

• Risks are used to represent factors that impede
attainment of the infusion Objectives. For
example, whoever is applying model-checking
might lack the expertise to specify the properties to
be checked for in the model checker’s notation
(typically, some form of temporal logic).

• Mitigations are used to represent possible
approaches to overcoming those Risks (e.g.,
develop and give training in the use of temporal
logic for property specification).

To do the study, information required to populate DDP
was gathered in sessions involving model-checking
experts who have experienced first-hand the excitement
and the challenges of applying model checking to real-
world problems.

The subsections that follow provide some further detail
of the kind of information gathered in the course of this
study, and the use of that model to begin investigation of
its ramifications. This study is not yet complete, but the
information is illustrative of the approach.

3.3. Populating DDP with details of model-
checking infusion

To do this study, the information to populate DDP was
gathered in sessions involving model-checking experts
who have experienced first-hand the excitement and the
challenges of applying model checking to real-world
problems.

3.3.1 Objectives
Two groups of Objectives were considered – the first

group encompassing the choices of artifacts to which
model checking could be applied, and the second
encompassing the choice of people who would apply
model checking. For example, to explore the case of
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model checking of requirements (e.g., to validate a
system’s requirements against safety properties), done by
the developer of the system itself, only the two Objectives
“1.1.3:validation” and “2.1:developers” would be of
concern. DDP allows individual Objectives to be turned
on or off from consideration.

This Objective tree is shown below.

1:artifacts
1.1:rqmts

1.1.1:consistency
1.1.2:completeness
1.1.3:validation
1.1.4:test case generation

1.2:design
1.2.1:requirements verification
1.2.2:bug finding

1.3:code
1.3.1:requirements verification
1.3.2:unit testing
1.3.3:integration testing
1.3.4:structural, defect detection
1.3.5:functional errors, bug finding
1.3.6:timing errors

1.4:models
1.4.1:sanity checking
1.4.2:validation

2:who uses the tool
2.1:developers
2.2:test engineers
2.3:QA
2.4:IV&V
2.5:model checking gurus

3.3.2 Risks
Possible issues that might impede the use of model

checking were captured as DDP’s “Risks”. Two main
categories were considered – technical issues that impede
use of model checking (e.g., state space explosion), and
the social issues that impede use of model checking (e.g.,
resistance to learning new languages and tools, as would
be required in most ways of using model checking).

The categorization is used to spur thinking of the full
range of problems, and group items to facilitate navigation
and scrutiny. It is not intended to serve as a general-
purpose taxonomy for use beyond this one study.

1:Technical issues
1.1:state space explosion
1.2:slow turnaround time
1.3:notation that mc can't handle

1.3.1:design notation incompatible with
model checking

1.3.2:property notation incompatible

with model checking
1.4:challenging generation of environment

models
1.5:unknown what applications domains

are suitable
1.6:unknown how much work it takes
1.7:complexity of deciphering error traces

2:Social Issues
2.1:resitance to learning new languages

and tools
2.2:need to have specification expertise

2.2.1:modeling expertise (how to build
the model)

2.2.2:LTL etc expertise (how to specify
the properties)

2.3:well documented requirements are
lacking

2.4:beneficiaries not the ones who do it
2.5:large effort of applying model checking
2.6:knowledge of the application domain is

required

3.3.3 Mitigations
Mitigations are the possible activities that could reduce

the adverse impact of Risks, and thereby lead to increased
use of model checking. The ones considered are listed
below. These have not been arranged into any major
categories, other than the small subtree beneath “increase
computing resources”.

1:tools for abstraction
2:tools for translation into mc Ls
3:hiring PhDs
4:training application engineers
5:increase computing resources

5.1:chips get faster
5.2:more memory
5.3:parallel h/w

6:short training course for LTL el al
7:emphasize the unique role that m/c can play
8:cost of failure a driver
9:specification patterns for properties
10:model checking provided as a "service"
11:Develop cost models
12:Case studies
13:Baselining & benchmarking
14:(Funded) partnerships with projects
15:Search heuristics
16:custom model checkers for programming Ls
17:compositional m/c
18:marketing
19:design for verification
20:tools for visualizing results
21:include mc into existing toolset
22:pick customers
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3.3.4 Quantitative relationships (“effects” and
“impacts”)

Gathering the quantitative relationships between the
Objectives and Risks, and between the Risks and
Mitigations, is generally the most interesting and time
consuming part of information elicitation when following
the DDP process.

A portion of this kind of information for the model-
checking infusion study is shown in Figure 5, a partial
screenshot taken from the DDP tool. The quantitative
relationships are captured in a matrix whose rows
correspond to Mitigations, and columns to Risks. A cell
entry indicates the strength of the effect of the row
Mitigation at reducing the column Risk. This is usually
expressed as a number in the range [0, 1] where the
extreme of 0 means no effect whatsoever, and the extreme
of 1 means completely effective (i.e., eliminates the Risk).
A blank cell is equivalent to an entry of 0. An intermediate
value, k say, means it reduces the Risk by the proportion k.
For example, the value 0.99 in cell at the intersection of
the Mitigation row “training application engineers”,
and the Risk column “property notation incompatible
with model checking” means the application of that
Mitigation will reduce by 99% that Risk. The assumption
underpinning this high value is that the aspects of LTL or
similar formal property notations needed for model
checking can be very effectively taught to practitioners.

On occasion, a Mitigation may actually make the
situation worse. This is indicated by giving a negative
number, in the range [-1 0), as the strength of the effect.
The magnitude of this negative number indicates the

likelihood of inducing the Risk. For example, there is a
value of –0.3 in the topmost white row (Mitigation:
“tools for abstraction” and Risk “complexity of
deciphering error traces”, on the grounds that
abstraction moves a specification further from the system,
rendering deciphering of error traces that result from
model checking somewhat more problematic.

The kinds of numbers visible in the fragment of the
“effect” matrix of Figure 5 are representative of those we
see entered for assessments of advanced technologies. The
nature of these assessments precludes high precision
entries. The lack of long-term experience from which to
extract statistical measures forces the need to make use of
experts’ estimates, and this low level of precision is what
we must work with. Nevertheless, we find that the
aggregation of these coarse estimates can guide decision-
making.

The information that connects Objectives to Risks is
captured in a similar manner in the DDP “impacts” matrix
(in the interest of brevity, not shown here).

Populating these matrices is done in a group setting,
with all the experts present. As this proceeds, they may
think of additional items (e.g., another Risk), in which
case these get added in on the fly and the process
continues, with those new items now included.
Disagreement among those experts about a numerical
value does occur, and usually indicates they are thinking
of different circumstances. It can therefore be resolved by
refining to greater detail (e.g., decomposing a Risk into
two), thus allowing each expert’s estimate to be

Figure 5. Quantitative relationships between Mitigations (rows) and Risks (columns)Figure 5. Quantitative relationships between Mitigations (rows) and Risks (columns)
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incorporated, in its proper place.

3.4. Using the DDP Model

Once the DDP model has been populated, it can be
used to explore the ramifications of the combined set of
information, and ultimately to make decisions. A brief
example scenario follows.

Suppose that the objective is to understand the use of
model checking for validation of a system’s requirements,
to be done by the developers of the system itself. In the
DDP tree of Objectives, only the two “1.1.3:validation”
and “2.1:developers” would be turned on for
consideration.

As a starting point, suppose none of the Mitigations
were chosen – what would the risks be? The DDP tool
automatically computes the risk measures, and offers
several ways to scrutinize the results. A key visualization
is shown in Figure 6. Each bar corresponds to a Risk, and

its height corresponds to that Risk’s contribution to risk.
In this and other DP bar charts, the vertical axis is a log
scale. In the figure, the faint dashed horizontal lines
demark levels that are approximately a factor of 2 apart, so
the difference between the tallest bar in this figure (labeled
1.6 at its base) and the bar two to its right (labeled 2.1 at
its base) is approximately a factor of 2. This tallest
magnitude Risk bar is 1.6:unknown how much work it
takes. The smallest magnitude Risk – the rightmost
column, labeled 2.6 – is so small that it doesn’t even show
up as a bar! This is the Risk “knowledge of the
application domain is required”. It is so low because the
system developer, who already has that knowledge, is
doing the application, so this Risk has very little impact on
either of the Objectives selected.

One of the Mitigations that is very effective against the
tallest risk is “14:(Funded) partnerships with projects”.
If this Mitigation is selected, the Risk 2.6 is considerably
reduced. In fact, that one Mitigation considerably reduces
quite a number of Risks. This is evident in the DDP
recalculation and redisplay following that one selection,
seen in Figure 7. The green segments denote portions of

Risks that have been reduced by the selected Mitigations.
The widespread appearance of green following that one
selection shows its beneficial effects!

Suppose, however, that this Mitigation is infeasible for
some reason (e.g., insufficient money is available to fund

a project’s collaboration in this manner). We would need
to find alternate ways to reduce risk. One of them is to
select the Mitigation “11:Develop cost models”, whose
risk reducing effects are shown in Fig. 8.

While this effectively reduces Risk number 1.6, it has
little effect elsewhere (only a small effect on Risk number
1.5). Thus there is a need to select some further
Mitigations that address the other high magnitude Risks.

The situation after selection of three Mitigations:
• “11:Develop cost models”,
• “4:training application engineers” and
• “2:tools for translation into mc Ls” (the experts

meant by this cryptic title “tools for translation
into model checking languages”, e.g., [Bose,
1999], [Mikk et al, 1998]

is shown in Figure 9.
The two large magnitude Risks remaining at this point

are
“1.1:state space explosion” and
“2.3:well documented requirements are lacking”.

Figure 6. Risk magnitudesFigure 6. Risk magnitudes

Figure 7. Risk magnitudes, when a key
Mitigation adopted.
Figure 7. Risk magnitudes, when a key
Mitigation adopted.

Figure 8. Risk magnitudes, when a lesser
Mitigation adopted.
Figure 8. Risk magnitudes, when a lesser
Mitigation adopted.
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State space explosion is often cited as a limiting factor
for model checking, so it is not surprising to see it as a
major Risk (i.e., impediment to infusion) at this point,
especially since none of the selected Mitigations did much
to address it. However, it was but one of several high-
magnitude impediments. The Mitigations that reduced
those other impediments would not, generally, have been
solved by a narrow focus on the state space explosion
issue.

The need for well-documented requirements is
something that is not so often cited as a problem, but does
arise in practice. Indeed, this was more problematic than
initially expected in a model checking study in which I
was involved [Feather et al, 2001a].

3.5. Observations on use of DDP for studying
infusion

The previous subsections have illustrated the DDP
approach to studying the infusion problem. The illustrative
example was of infusing model checking as a V&V
technology. The modest amounts of data gathered so far in
the course of this study suffice to elucidate some aspects
of the infusion challenge. Elaboration of this information
is expected to yield more detailed insights, especially by
focusing more on the Objectives of a specific area of
application.

Applications of DDP to study the infusion of (non-
V&V) technologies have generally had such a mission-
specific bent. Typical numbers of concepts for these
studies are Objectives, 30 – 50; Risks, 30 – 70;
Mitigations, 50 – 100. To gather this amount of
information generally takes four half-day meetings each
with 10-20 experts involved. Thus the effort of running a
DDP study is not trivial – the primary expense is the time
of the experts who provide the information and to make
the decisions. A facilitator is needed – someone who both
understands the DDP process, and has a feel for the broad
range of concerns that the study must deal with. The
facilitator guides the elicitation and decision making steps.

The DDP tool is run throughout the sessions, its screen
projected and visible to all the participants. As information
is gathered, it is entered into the tool in real time.
Switching among the various ways of presenting
information supports decision-making. Someone
conversant with the DDP tool controls the tool, does data
entry, etc. In some studies, the same individual has acted
as both facilitator and tool controller; in others, separate
individuals have filled these two roles.

Anecdotal evidence culled from these applications is
supportive of the value of DDP. Initially skeptical
participants typically emerge convinced that DDP has
helped. [Cornford et al., 2001] reports benefits of:
• Clarification of a customer requirement leading to

considerable savings in work not required.
• Rejuvenation of a technology by identification of

opportunities for its utilization.
• Support for adoption of a commercial software

development environment (balancing the pros and
cons of making this switch from current practice)

For these technology infusion studies, the main benefits
accrue from pinpointing the most critical areas within a
large space of concerns, and guiding experts toward
superior alternatives. The overall perception is that the
benefits of improved decision-making in these early stages
are well worth the effort invested.

4. Application of DDP to selecting V&V
activities

The second theme of this paper is on the selection of
V&V activities. For most projects, there are many more
V&V activities that could be applied than there are
resources to pay for. Hence the selection of just which to
apply, and to which parts of the software to apply them,
can be very challenging. This section summarizes the
ways in which DDP has been applied and extended to
approach this problem.

4.1. Representing software V&V concerns in
DDP

The key insight for representation of software V&V
concerns is seen in Cornford’s original vision (Fig. 1,
earlier): the purpose of V&V activities is to reduce risk.

Two things should guide selection of those activities:
their benefits (reduction of risks), and their costs
(resources it takes to apply them). The DDP model of
Objectives, Risks and Mitigations matches the V&V
selection problem as follows:
• Requirements of the software being V&V’d are

captured as DDP’s “Objectives”. These can and
should include both product and process
requirements. Product requirements encompass what
the software should accomplish and what constraints

Figure 9. Risk magnitudes, with three
Mitigations adopted.
Figure 9. Risk magnitudes, with three
Mitigations adopted.
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there are on its operation (e.g., disk, memory, CPU).
Process requirements encompass how it is to be
developed and what constraints there are on its
development (e.g., time, budget).

• Risks that V&V might be called upon to help reduce
are captured as DDP’s “Risks”. Again, these can and
should encompass both product and process risks.
Examples of product risks are that the software
computes an erroneous result, or runs too slowly.
Examples of process risks are that the requirements
are misunderstood, or the design phase takes too long.

• The gamut of possible V&V activities is captured as
DDP’s “Mitigations”. Once again, these should be
wide ranging, encompassing activities that might be
employed to reduce any of the kinds of the risks. For
example, core V&V activities such as reviews,
inspections, analyses and tests can be applied to
directly improve the quality of the software artifacts
themselves. Practices such as establishing coding
guidelines, requiring formal approval of the
management plan, maintaining a change control board
to handle change requests, can be applied to improve
the quality of the development process.

Various experiments to represent software V&V
activities in the DDP framework are summarized in the
subsections that follow.

4.2. Relating software risks to software
development best practices

A broad-ranging taxonomy of software development
risks is found in the Software Engineering Institute’s
Software Risk Evaluation Method [Sisti & Sujoe, 1994].
These are relevant to a wide range of software
development efforts. Our group entered these as DDP
“Risks”. A fragment is shown in Figure 10.

In a similar manner, we entered activities from Level 2
(“Repeatable”) of the SEI Capability Maturity Model for
Software, CMM v1.1 [Paulk et al, 1993] as DDP
“Mitigations”.

In the absence of reported data on the effectiveness of
those activities at mitigating those risks, our group made
estimates of these. In a preliminary study, we began by

simply estimating which risks were mitigated to some
extent by which activities [Feather et al, 1999]. We further
refined this information by making quantitative estimates
of how much each activity reduced each risk [Cornford et
al, 2000].

This overall approach was then elaborated to give it a
NASA-specific focus, by substituting a NASA taxonomy
of development practices in place of the CMM activities.
Again, these were entered these into DDP as
“Mitigations”, and estimates made of their effectiveness.
The taxonomy we adopted was that used by another
NASA tool, “Ask Pete”. That tool is used to (among other
things) help make recommendations of which Software
Quality Assurance practices to perform, and provide
detailed guidance, project planning, etc. Further details on
the Ask Pete, including a download of the tool itself, see:

http//osat-ext.grc.nasa.gov/rmo/pete/index.html
We arranged to have Ask Pete and DDP exchange

information, so that they could be used together in the
following 3-step process:

1. Ask Pete is run to query the user of the
characteristics of the software development effort.
Based on the user’s answers, the Ask Pete tool
makes an initial recommendation of software
quality assurance (SQA) practices to perform.
This information is then transferred to DDP.

2. DDP is used to tailor this initial recommendation
to the particular situation. DDP is pre-loaded with
our estimates of the effectiveness of the SQA
practices at reducing software development risks.
The user can tailor this information by ranking the
risks, adding new ones if need be, and by
adjusting the effectiveness estimates to match
their skill set on hand. On the basis of this
tailored information, they may then adjust the
selection of SQA practices. This information is
then transferred back to Ask Pete.

3. Ask Pete is used to generate final reports and
documentation, taking into account the
recommendations as changed by DDP.

Either tool can be used in isolation. In conjunction,
they support each other in the manner outlined above.
Further details of this collaboration are reported in [Kurtz
& Feather, 2000].

4.3. Risk and cost elaborations of the DDP
model

There are important nuances of risks and costs
(especially software risks and costs) that have required
elaboration to the DDP model. Briefly, these are:

Figure 10. CMM Level 2 Practices as DDP RisksFigure 10. CMM Level 2 Practices as DDP Risks
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Representing the time at which Mitigations are
performed: Large software development efforts may span
several years, and budgeting for them is non-trivial.
Assigning Mitigations to the time phase in which they are
to be performed allows for DDP to match expenditure
over time to the availability of funding. A further benefit
is that the information also provides key insight into the
“risk profile” – how risk diminishes over the course of the
planned development, as discussed in (Cornford et al.,
2002). Plans that reduce risks early are, in general,
preferred over plans that attain the same final risk level
but do so by reducing risks late. The reason is that all of
these plans contain considerable uncertainty (remember,
DDP is applied early in the lifecycle where solid
information is lacking). A plan that reduces risk early can
slip and still have reduced risks to tolerable levels by the
originally planned launch date (Plan A in Figure 11). The
same tolerance to slippage is not true of a plan that
reduces risk late (Plan B in Figure 11).

Representing the cost of repairing a problem (e.g.,
fixing a bug): Costs are associated with Mitigations.
However for the “detection” kind of Mitigations there is
both a cost of performing it (e.g., the cost of running a unit
test) and a cost of performing the repair (e.g., fixing a bug
uncovered during unit test). The DDP model has been
elaborated to associate a “repair” cost with a Risk.

Repair cost escalation: There is an interaction between
when Mitigations are performed, and what it costs to
repair detected Risks. The repair cost can depend on the
time phase in which the detected Risk is repaired.
Matching time phases to development phases (e.g.,
requirements, design, unit test, system test, deployment),
allows representation of the well-known cost escalation of
fixing a flaw later in the lifecycle (for a discussion on this
and related issues, see [Shull et al, 2002].

Representing the potential for Mitigations to cause
problems as well as reduce them: Mitigations can be
asserted to have an effect of increasing the likelihood of

Risks. Again, there is an interaction with the elaboration
of when Mitigations are performed – clearly, the problems
introduced by a Mitigation can be detected and repaired
only by Mitigations performed later.

All the above elaborations have been incorporated into
the DDP model. The net result is the capability to
represent many of the nuances of cost and risk.

As a small case study to illustrate this point, DDP was
used to represent the scenarios of different mixes of
inspection and testing presented by Gary Gack, in the
“Defect Tracking + Inspections = $ in Your Pocket”
portion of his website

http://www.iteffectiveness.com/defecttracking.html.
Gack’s calculations show the value of aggressive use of

inspections and structured testing as capable of leading to
a better final product (fewer defects) at less cost. This
occurs because earlier-phase activities (e.g., inspections)
lead to the early discovery, and therefore inexpensive
correction, of problems that would otherwise be
uncovered only in later phases (e.g., testing) when repair
costs are higher. Cost considerations such as these are also
discussed in [Kaner, 1996]. The DDP representation of
Gack’s model encompasses all the details of his
calculations [Feather et al, 2001b].

To date, most DDP applications have been at the
system-wide level, rather than on software-specific
planning. One major DDP study that did have a software-
intensive focus addressed adoption of a ground-based
software development environment for in-flight use. That
study’s Risks encompassed both software product and
software process risks. Prior to the study, there was
general agreement on the potential benefits, but not a clear
understanding of the risks. The net result was the
confidence to go ahead with the effort, based on an
understanding of the relative pros and cons, along with a
detailed plan for how to address the identified risks.

5. Conclusions and related work

This paper has summarized DDP, a process for risk
assessment and risk mitigation planning. DDP has been in
use at JPL for guiding technology selection and
technology infusion. The focus of this paper is on DDP’s
potential for application to specifically software V&V
concerns. Model checking applied to V&V was used as an
illustrative example of an infusion challenge. Software
development practices, and their representation in DDP,
were discussed in the context of V&V selection.

The hallmark of DDP is its focus on early-lifecycle
decision-making. Its foundation is a quantitative model
that links “Objectives” to the “Risks” that threaten them,
and links “Mitigations” to the “Risks” that they reduce.
The DDP process calls for the elicitation of this
information from expert users, followed by their decision
making guided by the combination of this information.
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Custom DDP software supports all phases of this process.

5.1. What alternatives are there to a DDP-like
approach?

One extreme is to rely on past experience and/or human
insight to make the decisions, not bothering with decision
support processes or tools. In cases where the problem at
hand is similar to past problems, this may suffice. A
highly skilled individual who comprehends all the relevant
concerns, and is able to fathom the relative costs and
benefits of various alternatives, may not need any help.
However, in novel and challenging situations, past
experience and human insight do not necessarily lead to
anywhere near optimal decisions.

Qualitative approaches, supported to varying degrees
by a variety of methods, processes and tools, work well as
an adjunct to human decision-making. They encourage the
elicitation of issues, and excel in providing semi-formal
means to record interrelationships among those issues.
Examples of qualitative approaches include:

• Quality Function Deployment (QFD) [Akao, 1990]
for design in general.

• The i* approach [Chung et al, 1999], with tool
support [Tran & Chung, 1999] has been used to
exploring a modest number of major design
alternatives in [Mylopoulos et al, 2001].

• The WinWin process [Boehm et al, 1994] and tool-
supported applications [In et al, 2001] to study
software requirements. Somewhat similar in spirit is
the cost-value approach to requirements
prioritization in [Karlsson & Ryan, 1997].

• The KAOS method with its focus on goal
decomposition to lead from overall “goals” to
system-specific requirements [Letier & van
Lamsweerde, 2002], for which there is also tool
support [Bertrand et al, 1998].

The idea of a focus on the mapping between
requirements (in DDP terminology, “Objectives”),
problems (in DDP terminology, “Risks”) and solutions (in
DDP terminology, “Mitigations”) recurs in many of the
qualitative approaches. As well as the work cited above,
[Raz & Shaw, 2000] study “fault mappings”; [Alexander,
2002] uses “threatens”, “mitigates” etc. relationships
among elements of so-called “misuse cases”;
[Kozaczynski, 2002] links Requirements to Risks, and
Risks to “Architecture” (things that “mitigate” Risks).

These qualitative approaches work well to promote
brainstorming of ideas, and to help users select from
among a relatively small number of alternatives. DDP too
facilitates brainstorming, and, because of its quantitative
basis, seems to also work well in cases where there are
relatively large numbers of alternatives. Experts have
found DDP useful to guide their selection of a suite of

tasks out of a pool of many dozens, even hundreds, of
them.

DDP’s quantitative basis also enables use of heuristic
search techniques to locate near-optimal solutions [Feather
& Menzies, 2002]. These techniques are used to guide
users towards interesting solution areas, and are not
intended to fully automate decision-making. Our
experience to date suggests the value of iterations between
DDP tool searches and experts. On the basis of the
experts’ initial information, the tool identifies promising
solutions; the experts then critique these solutions, often
revealing additional information (e.g., “we can’t do those
two Mitigations together because …”). This information is
incorporated, and the search re-run, etc.

Design-centric approaches to risk assessment are
relatively mature. For example, the nuclear power
industry (e.g., [INSC, 1998]) used probabilistic risk
assessment. In particular, Fault trees [Vesely et al, 1981]
are commonly used in analysis of hardware designs, and
there are many efforts to adapt these approaches to
software systems (e.g., Software Fault Tree Analysis
[Leveson, 1995], and Software Failure Modes and Effects
Analysis). Generally these approaches presuppose the
existence of a detailed design, which precludes their use in
the earliest stages of planning. There are efforts to extend
their use to earlier phases, e.g., an application to
requirements is described in [Lutz & Woodhouse, 1997].

There are, of course, many formal methods founded
upon deep theoretical underpinnings and embodied in
tools. These are used for analysis of specific properties of
a given software design or implementation.

Generally, the purpose of these approaches is to
validate/verify an existing design. In contrast, DDP’s
purpose is focused more on planning in advance the
overall validation or verification effort.

Process-centric approaches are used to model the entire
software development process, including use of V&V
techniques. For example, [Stutzke & Smidts, 2001] use a
stochastic model that takes into account where errors are
made, and how they are detected and repaired. Another
example is COQUALMO [Chulani 1999] (see also
http://sunset.usc.edu/research/coqualmo/), which is “an
estimation model that can be used for predicting number
of residual defects … in a software product”.

An overview of this kind of work is to be found in
[Shull et al, 2002]. The parametric and stochastic
reliability models used in these approaches are typically
more sophisticated than that of DDP. However, they do
not generally attempt to make the kinds of problem-
specific distinctions that DDP allows for via its user-
populated sets of Objectives, Risks, and Mitigations.

5.2. Challenges

Lack of empirical data is a recurring challenge when
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seeking to apply almost any quantitative approach to V&V
planning. Such (unknown) data includes rates at which
defects are introduced during development phases,
efficacy of and effort to prevent or detect defects, costs of
repairing defects, and impacts of defects.

The Center for Empirically-Based Software
Engineering (CeBASE – http://www.CeBASE.org) was
established to gather such knowledge. In the absence of
such data, experts’ estimates are a necessary substitute.
DDP, intended for use in novel and challenging situations
that do not fit the norm, must inevitably continue to rely
heavily on such estimates.

Some approaches treat uncertainty explicitly. They
attach confidence measures, and/or allow users to indicate
ranges of values, and possibly distributions, for estimates.
Sensitivity analysis is often used to reveal the variance of
the computed results in terms of variance of the inputs. In
DDP, a simple form of this is used to rank the criticality of
the experts’ quantitative estimates. Those estimates that, if
changed, lead to the greatest variance in computed
Objective attainment, are ranked highest criticality.

The overall objective is to make better decisions.
Uncertainty is not necessarily an impediment to decision
making. This line of work is explored in [Menzies et al,
2002], a small part of which is based on experiments with
DDP models.

All the approaches cited have their strengths. It would
desirable to blend the best that each of the different
approaches to risk assessment and risk mitigation planning
has to offer.

It could be that the greatest challenge of all, however,
is not the need to infuse new V&V practices, or better plan
V&V, but simply to increase adoption of already-known
best practices. Perhaps the equivalent of the FDA’s “Food
Pyramid” (http://www.nalusda.gov/fnic/Fpyr/pyramid.gif)
is needed for V&V - see Figure 12.
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